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Modeling of laser-plasma wakefield accelerators in an optimal frame of reference [J.-L. Vay, Phys.

Rev. Lett. 98, 130405 (2007)] allows direct and efficient full-scale modeling of deeply depleted

and beam loaded laser-plasma stages of 10 GeV-1 TeV (parameters not computationally accessible

otherwise). This verifies the scaling of plasma accelerators to very high energies and accurately

models the laser evolution and the accelerated electron beam transverse dynamics and energy

spread. Over 4, 5, and 6 orders of magnitude speedup is achieved for the modeling of 10 GeV, 100

GeV, and 1 TeV class stages, respectively. Agreement at the percentage level is demonstrated

between simulations using different frames of reference for a 0.1 GeV class stage. Obtaining these

speedups and levels of accuracy was permitted by solutions for handling data input (in particular,

particle and laser beams injection) and output in a relativistically boosted frame of reference, as

well as mitigation of a high-frequency instability that otherwise limits effectiveness.
VC 2011 American Institute of Physics. [doi:10.1063/1.3663841]

I. INTRODUCTION

Laser plasma accelerators (LPAs) offer order of magni-

tude increase in accelerating gradient over standard radio-

frequency accelerators (which are limited by electrical

breakdown), thus holding the promise of much shorter parti-

cle accelerators.1,2 High quality electron beams of energy

up-to 1 GeV have been produced in just a few centimeters,3

with 10 GeV stages being planned as modules of a high

energy collider.4,5

As a laser propagates through a plasma, it displaces elec-

trons while ions remain essentially static, creating a pocket of

positive charges that the displaced electrons rush to fill. The

resulting coherent periodic motion of the electrons oscillating

around their original position creates a wake (plasma wave)

with a periodic structure following the laser. The alternate

concentration of positive and negative charges in the wake

creates very intense electric fields. An electron (or positron)

beam injected with the right phase can be accelerated by

those fields to high energy in a much shorter distance than is

possible in conventional particle accelerators. The efficiency

and quality of the acceleration is governed by several factors

which require precise three-dimensional shaping of the

plasma column, as well as the laser and particle beams, and

understanding of their evolution.

Computer simulations have had a profound impact on

the design and understanding of past and present LPA

experiments,6–9 with accurate modeling of wake formation,

electron self-trapping, and acceleration requiring fully kinetic

methods (usually particle-in-cell) using large computational

resources due to the wide range of space and time scales

involved.7,9 Future LPA experiments include those that will

be carried out using the BELLA (Berkeley lab laser accelera-

tor) facility at LBNL (Lawrence Berkeley National Labora-

tory), which will use a 40 J, 1 PW laser system to research

the production of 10 GeV electron beams in a meter-length

plasma.10 Simulations of parameters relevant to such a 10

GeV stage demand as many as 5000 processor hours for a

one-dimensional simulation on a National Energy Research

Scientific Computing Center (NERSC) supercomputer.11 Var-

ious reduced models have been developed to allow multidi-

mensional simulations at manageable computational costs:

fluid approximation,12–14 quasistatic approximation,12,15–18

laser envelope models,12,14,16,17,19 and scaled parameters.20,21

However, the various approximations that they require result

in a narrower range of applicability. As a result, even using

several models concurrently does not usually provide a com-

plete description. For example, scaled simulations of 10 GeV

LPA stages do not capture correctly some essential transverse

physics, e.g., the laser and beam betatron motion, which can

lead to inaccurate beam emittance (a measure of the beam

quality). An envelope description using a reduce wave opera-

tor can capture these effects correctly at full scale for the

early propagation through the plasma but can fail as the laser

spectrum broadens due to energy depletion as it propagates

further in the plasma.13,19,22 However, capturing depletion

accurately is essential to the design of efficient stages, in

order to optimize the transfer of energy from the laser to the

wake and particle bunch.

An alternative approach allows for orders of magnitude

speedup of simulations, whether at full or reduced scale, via

the proper choice of a reference frame moving near the speed

of light in the direction of the laser.23 It does so without

alteration to the fundamental equations of particle motion or

electrodynamics, provided that high-frequency light emitted

counter to the direction of propagation of the beam can bea)Electronic mail: jlvay@lbl.gov.
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neglected. This approach exploits the properties of space and

time dilation and contraction associated with the Lorentz

transformation. It was shown23 that the ratio of longest to

shortest space and time scales of a system of two or more

components crossing at relativistic velocities is not invariant

under such a transformation (a laser crossing a plasma is just

such a relativistic crossing). Since for simulations based on

formulations from first principles, the number of computer

operations (e.g., time steps) is proportional to the ratio of the

longest to shortest time scale of interest, it follows that such

simulations will eventually have different computer run-

times, yet equivalent accuracy, depending solely upon the

choice of frame of reference.

The procedure appears straightforward: identify the

frame of reference which will minimize the range of space

and/or time scales and perform the calculation in this frame.

However, several practical complications arise. Most impor-

tantly, while the fundamental equations of electrodynamics

and particle motion are written in a covariant form, the nu-

merical algorithms that are derived from them may not retain

this property, and calculations in frames moving at different

velocities may not be successfully conducted with the use of

the exact same algorithms. For example, it was shown24 that

calculating the propagation of ultra-relativistic charged parti-

cle beams in an accelerator using standard particle-in-cell

techniques leads to large numerical errors, which were fixed

by developing a new particle pusher. The modeling of a LPA

stage in a boosted frame involves the fully electromagnetic

modeling of a plasma propagating at near the speed of light,

for which Numerical Cerenkov25,26 is a potential issue. Sec-

ond, the input and output data are usually known from, or

compared to, experimental data. Thus, calculating in a frame

other than the laboratory entails transformations of the data

between the calculation frame and the laboratory frame.

Third, electromagnetic calculations that include wave propa-

gation will include waves propagating forward and backward

in any direction. For a frame of reference moving in the

direction of the accelerated beam (or equivalently the wake

of the laser), waves emitted by the plasma in the forward

direction expand while the ones emitted in the backward

direction contract, following the properties of the Lorentz

transformation. If one is to resolve both forward and back-

ward propagating waves emitted from the plasma, there is no

gain in selecting a frame different from the laboratory frame.

However, the physics of interest for a laser wakefield is the

laser driving the wake, the wake, and the accelerated beam.

Backscatter is weak in the short-pulse regime and does not

interact as strongly with the beam as do the forward propa-

gating waves which stay in phase for a long period. It is thus

often assumed that the backward propagating waves can

be neglected in the modeling of LPA stages. The accuracy of

this assumption has been demonstrated by comparison

between explicit codes which include both forward and

backward waves and envelope or quasistatic codes which

neglect backward waves.7,21,27

After the idea and basic scaling for performing simula-

tions of LPAs in a Lorentz boosted frame were published,23

there have been several reports of the application of the tech-

nique to various regimes of LPA.9,11,14,28–34 Speedups vary-

ing between several and a few thousands were reported with

various levels of accuracy in agreement between simulations

performed in a Lorentz boosted frames and in a laboratory

frame. High-frequency instabilities were reported to develop

in 2D or 3D calculations that were limiting the velocity of

the boosted frame and thus the attainable speedup.31,32,35

We presented elsewhere36 numerical techniques that

were implemented in the particle-in-cell code Warp37 for mit-

igating the short wavelength instability, including a solver

with tunable coefficients. A detailed study of the application

of these techniques to the simulations of scaled LPA stages

also revealed that choosing a frame near the frame of the

wakefield as the reference frame allows for more aggressive

application of filtering or damping for mitigating short wave-

length instabilities, than is possible in laboratory frame simu-

lations.36 We showed that this is due to hyperbolic rotation of

the laser oscillations in space time, which is another benefi-

cial consequence of the Lorentz transformation when trans-

forming the laser from the laboratory to a boosted frame, in

particular for frames near the frame of the wakefield.38

In the present paper, we present accurate modeling of 10

GeV-1 TeV LPA stages with beam loading relevant to laser

driven collider designs and stages for upcoming lasers,5,20,21

verifying the scaling of efficient, deeply depleted LPAs to

very high energies.4 This is enabled by controlling an instabil-

ity that develops with high-boost frames by using methods that

we developed and presented elsewhere,36,38 allowing 2D and

3D simulations of 100 GeV and 1 TeV class LPA stages in the

wakefield frame, thus achieving the maximum theoretical

speedups of over 105 and 106, respectively. Accuracy of the

method is demonstrated at the percentage level. This method is

used for the numerical exploration at full scale of the perform-

ance of a 10 GeV stage with a 40 J laser, taking accurately into

account laser depletion and spectrum broadening, as well as the

accelerated electron beam energy spread, and the transverse

dynamics of both the laser and the electron beam.

The theoretical speedup expected for performing the

modeling of a LPA stage in a boosted frame is derived in

Sec. II. Section III summarizes the issues that have limited

speedups in previous work and solutions. Accurate modeling

of full scale and scaled 10 GeV class stages is demonstrated

in Sec. IV, and the method is used to simulate stages in the

100 GeV-1 TeV range in Sec. V. The evolution of the laser

spectrum with respect to the frame boost is given in Appen-

dix A and the consequences on the choice of the optimal

boost are discussed. Enabling techniques that were imple-

mented in Warp for input and output of data in a boosted

frame are described in Appendix B.

II. THEORETICAL SPEEDUP DEPENDENCY
WITH THE FRAME BOOST

The obtainable speedup is derived as an extension of the

formula that was derived earlier,23 taking in addition into

account the group velocity of the laser as it traverses the

plasma. In our previous work,23 the laser was assumed to

propagate at the velocity of light in vacuum during the entire

process, which is a good approximation when the relativistic

factor of the frame boost c is small compared to the relativistic
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factor of the laser wake cw in the plasma. The expression is

generalized here to higher values of c, for which the actual

group velocity of the laser in the plasma must be taken into

account. We shall show that for a 10 GeV class LPA stage,

the maximum attainable speedup is above four orders of

magnitude.

Assuming that the simulation box is a fixed number of

plasma periods long, which implies the use (which is stand-

ard) of a moving window following the wake and accelerated

beam, the speedup is given by the ratio of the time taken by

the laser pulse and the plasma to cross each other, divided by

the shortest time scale of interest, that is the laser period. To

first order, the wake velocity vw is set by the 1D group veloc-

ity of the laser driver, which in the linear (low intensity)

limit, is given by2

vw=c ¼ bw ¼ 1�
x2

p

x2

 !1=2

; (1)

where xp ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðnee2Þ=ðe0meÞ

p
is the plasma frequency,

x¼ 2pc/k is the laser frequency, ne is the plasma density, k
is the laser wavelength in vacuum, e0 is the permittivity of

vacuum, c is the speed of light in vacuum, and e and me are,

respectively, the charge and mass of the electron.

In the simulations presented herein, the runs are stopped

when the last electron beam macro-particle exits the plasma,

and a measure of the total time of the simulation is given by

T ¼ Lþ gkp

vw � vp
; (2)

where kp � 2pc/xp is the wake wavelength, L is the plasma

length, vw and vp¼ bpc are, respectively, the velocity of the

wake and of the plasma relative to the frame of reference,

and g is an adjustable parameter for taking into account the

fraction of the wake which exited the plasma at the end of

the simulation. For a beam injected into the nth bucket, g
would be set to n� 1/2. If positrons were considered, they

would be injected half a wake period ahead of the location of

the electrons injection position for a given period, and one

would have g¼ n� 1. The numerical cost Rt scales as the

ratio of the total time to the shortest timescale of interest,

which is the inverse of the laser frequency and is thus given by

Rt ¼
Tc

k
¼

Lþ gkp

� �
bw � bp

� �
k
: (3)

In the laboratory, vp¼ 0 and the expression simplifies to

Rlab ¼
Tc

k
¼

Lþ gkp

� �
bwk

: (4)

In a frame moving at bc, the quantities become

k�p ¼ kp= c 1� bwbð Þ½ �; (5)

L� ¼ L=c; (6)

k� ¼ c 1þ bð Þk; (7)

b�w ¼ bw � bð Þ= 1� bwbð Þ; (8)

v�p ¼ �bc; (9)

T� ¼
L� þ gk�p
v�w � v�p

; (10)

R�t ¼
T�c

k�
¼

L� þ gk�p

� �
b�w þ b
� �

k�
; (11)

where c ¼ 1=
ffiffiffiffiffiffiffiffiffiffiffiffiffi
1� b2

p
.

The expected speedup from performing the simulation

in a boosted frame is given by the ratio of Rlab and R�t

S ¼ Rlab

R�t
¼

1þ bð Þ Lþ gkp

� �
1� bbwð Þ Lþ gkp

: (12)

We note that assuming that bw � 1 (which is a valid approxi-

mation for most practical cases of interest) and that c� cw,

this expression is consistent with the expression derived ear-

lier23 for the LPA case which states that R�t ¼ aRt= 1þ bð Þ
with a¼ (1�bþ l/L)/(1þ l/L), where l is the laser length

which is generally proportional to gkp, and S¼Rt/RT*.

However, higher values of c are of interest for maximum

speedup, as shown below.

For intense lasers (a� 1) typically used for acceleration,

the energy gain is limited by dephasing,39 which occurs over

a scale length Ld � k3
p=2k2. Acceleration is compromised

beyond Ld and in practice, the plasma length is proportional

to the dephasing length, i.e., L¼ nLd. In most cases, c2
w � 1,

which allows the approximations bw � 1� k2=2k2
p, and

L ¼ nk3
p=2k2 � nc2

wkp=2� gkp, so that Eq. (12) becomes

S ¼ 1þ bð Þ2c2 nc2
w

nc2
w þ 1þ bð Þc2 nb=2þ 2gð Þ : (13)

For low values of c, i.e., when c� cw, Eq. (13) reduces to

Sc�cw
¼ 1þ bð Þ2c2: (14)

Conversely, if c!1, Eq. (13) becomes

Sc!1 ¼
4

1þ 4g=n
c2

w: (15)

Finally, in the frame of the wake, i.e., when c¼ cw, assuming

that bw � 1, Eq. (13) gives

Sc¼cw
� 2

1þ 2g=n
c2

w: (16)

Since g and n are of order unity, and the practical regimes of

most interest satisfy c2
w � 1, the speedup that is obtained by

using the frame of the wake will be near the maximum

obtainable value given by Eq. (15).

Note that without the use of a moving window, the rela-

tivistic effects that are at play in the time domain would also

be at play in the spatial domain,23 and the c2 scaling would

transform to c4. In the frame of the wake, there is no need

of the moving window, thus simplifying the procedure, while

in a frame traveling faster than the wake in the laboratory,

a moving window propagating in the backward direction
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would be needed. However, the scaling shows that there

would be very little gain in doing the latter. Furthermore, anal-

ysis presented elsewhere36,38 and below show that choosing a

frame near the frame of the wake is optimum for mitigation of

a high frequency instability. This point is refined by a detailed

analysis of the laser spectrum on axis in Appendix A which

shows that for heavily depleted lasers where the spectrum red-

shifts during propagations, the optimal c might be at a slightly

lower value, but this does not greatly affect speedup.

A. Estimated speedup for 0.1-100 GeV stages

Formula (13) is used to estimate the speedup for the cal-

culations of 100 MeV to 1 TeV class stages, assuming a laser

wavelength k¼ 0.8 lm. Parameters for the 100 MeV stage

are given in Table I below, and parameters for higher ener-

gies are derived using scaling laws from Ref. 20. The initial

plasma densities ne for the 100 MeV, 1 GeV, 10 GeV, 100

GeV, and 1 TeV stages are, respectively, 1019 cm�3, 1018

cm�3, 1017 cm�3, 1016 cm�3, and 1015 cm�3, while the

plasma lengths L are 1.5 mm, 4.74 cm, 1.5 m, 47.4 m, and

1.5 km if choosing n � 1.63. For these values, the wake

wavelengths kp are, respectively, 10.6 lm, 33.4 lm, 106 lm,

334 lm, and 1.06 mm, and relativistic factors cw are 13.2,

41.7, 132, 417, and 1320. In the simulations presented in this

paper, the beam is injected near the end of the wake period

(first “bucket”). The beam has propagated through about half

a wake period to reach full acceleration (due to dephasing),

and we set g � 0.5. For the parameters considered here,

L � kp=c2
w, and Eq. (15) gives Sc!1 � 2c2

w.

The speedup versus the relativistic factor of the boosted

frame c is plotted in Fig. 1(a). As expected, for low values of

c, the speedup scales as Eq. (14), and asymptotes to a value

slightly lower than 2c2
w for large values of c. Calculations

using the frame of the wake (c¼ cw) attain nearly the maxi-

mum speedup. It is of interest to note that the qualitative

behavior is identical to the one obtained in our earlier work23

(see Fig. 1 and accompanying analysis) in the analysis of the

crossing of two rigid identical beams, confirming the gener-

ality of the generic analysis presented previously.23 For 10

GeV, 100 GeV, and 1 TeV class stages, the maximum esti-

mated speedups are as large as 3	 104, 3	 105, and 3	 106,

respectively. Estimated computational time without boost

scales as k6
p ðk3

p volume	 k3
p longÞ � E3 (where E is the

stage energy) making them harder to model. Fortunately, the

boost provides more computational gain for the higher

energy stages, making them accessible.

III. NUMERICAL ISSUES IN PAST BOOSTED FRAME
SIMULATIONS AND OBSERVED SPEEDUPS

Several numerical limits can restrict the boost perform-

ance. Here, we review limits in past simulations and their

impact on performance (a short wavelength instability, laser

TABLE I. List of parameters for a LPA stage simulation at 100 MeV.

Plasma density on axis ne 1019 cm�3

Plasma longitudinal profile Flat

Plasma length Lp 1.5 mm

Plasma entrance ramp profile Half sine

Plasma entrance ramp length 20 lm

Laser profile a0exp(�r2/2r2)sin(pz/3L)

Normalized vector potential a0 1

Laser wavelength k 0.8 lm

Laser spot size (RMS) r 8.91 lm

Laser length (HWHM) L 3.36 lm

Normalized laser spot size kpr 5.3

Normalized laser length kpL 2

Beam profile nb0exp �r2=2r2
r � z2=2r2

z

� �
Beam transverse size (RMS) rr 165 nm

Beam length (RMS) rz 85 nm

Normalized beam spot size kprr 0.1

Normalized beam length kprz 0.05

Beam transverse emittance e 73.5 nm mrad

Beam total charge (3D) Q 6.42 pC

Beam initial energy E0 1.5cwmec
2

Injection distance after laser max 0.7kp

Number of cells in x Nx 75

Number of cells in z Nz 860 (c¼ 13)� 1691 (c¼ 1)

Cell size in x dx 0.65 lm

Cell size in z dz k/64

Time step dt At the Courant limit

Particle deposition order Cubic

Number of plasma particles/cell 1 macro-e�þ 1 macro-pþ

FIG. 1. (Color online) (Top) Theoretical speedup from Eq. (13) versus rela-

tivistic factor of the boosted frame for 0.1 GeV–1 TeV LPA class stages

(squares indicate speedup obtained using the frame of the wake c¼ cw);

(bottom) observed speedups from simulations using the code Osiris (circles),

Vorpal (triangles), and Warp (crosses) and theoretical speedups (lines) for

0.1 GeV to 1 TeV stages. Vorpal reported speedups courtesy of D. L.

Bruhwiler, Tech-X Corp., USA. Osiris reported speedups courtesy of S. F.

Martins, IST, Portugal, and W. B. Mori, UCLA, USA.
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initialization, statistics), and present methods for circum-

venting these limits.

A violent numerical instability developing at the front of

the plasma column for c Z 100 in 2D and c Z 50 in 3D was

reported31,32,35 using the particle-in-cell codes Osiris,40 Vor-

pal,41 and Warp.37 The presence and growth rate of the insta-

bility is observed to be very sensitive to the resolution

(slower growth rate at higher resolution), and to the amount

of damping of high frequencies and filtering of short wave-

lengths.36 The instability is always propagating at an angle

from the longitudinal axis and is observed in 2D and 3D runs

but was never observed in any of the 1D runs. When model-

ing an LPA setup in a relativistically boosted frame, the

background plasma is traveling near the speed of light and it

has been conjectured32 that the observed instability might be

caused by numerical Cerenkov effects. The instability was

studied in detail with Warp and effective mitigation was

demonstrated on 10 GeV class LPA stages using newly

developed algorithms and results.36

Secondly, boosted frame simulations may require larger

simulation boxes in the transverse dimension if the entire

laser is to be initialized at t¼ 0, as is common practice for

standard laboratory frame simulations.11,30,32 The Rayleigh

length of the laser is contracted by c in the boosted frame,

while the laser duration increases by c(1þb), implying an

increase of the entire laser spot size by c2(1þ b).32 If the laser

is to be initialized entirely in the simulation box at t¼ 0, then

the simulation box transverse surface increases as c4(1þb)2.

Although the cost of the simulation does not scale linearly

with the simulation box transverse surface, as most of it is

used only for laser initialization and does not contain macro-

particles, the scaling is so unfavorable that gains of c2 pro-

vided by the reduction of time steps can be overtaken by the

c4 additional costs in grid size, thus limiting the usefulness of

the method to low values of c boost. Diagrams of the laser

emission procedures used for boosted frame simulations with

the Osiris, Vorpal, and Warp are given in Fig. 2. Osiris initial-

izes the entire laser at once and is thus subject to the above-

mentioned limitations. To circumvent those, Vorpal emits the

laser from all but one face of the simulation box11 using a total

field/scattered field technique,42 while Warp emits via a mov-

ing planar antenna as described in Appendix B.

Third, for a given number of plasma macro-particles per

cell, the total number of macro-particles in the entire plasma

column goes down as 1/c2 where c is the relativistic factor of

the Lorentz boost.32 However, simulations of self-injection

regimes require a sufficient number of macro-particles in the

plasma column so that adequate statistics ensues in the num-

ber of trapped macro-electrons, imposing a ceiling in the

value of c that can be used. For a typical scheme, a cmax ’ 50

was derived32 using purely statistical arguments assuming the

usage of macro-particles of equal weights. This limit might

be relaxed by using varying macro-particle weights such that

regions with high probability of trapping (as determined from

the accumulated knowledge of previous work) are populated

with a higher density of macro-particles of smaller weights.

This is already practiced in ordinary runs (i.e., without

boosted-frame) for minimizing the computational cost while

maximizing the statistics within “dynamically interesting”

regions.43 For instance, it is found6,44,45 that in the bubble re-

gime, self-injected particles are initially located within a rela-

tively narrow ring region along the laser axis whose radius is

of the order of the laser waist. Previous simulations can be

utilized to determine exactly the radius and thickness of the

ring region. This issue does not affect the modeling of stages

with external injection that will be considered in this paper.

Observed speedups from simulations using the particle-

in-cell codes Osiris, Vorpal, and Warp are plotted for 0.1

GeV to 1 TeV stages in Fig. 1(b) and contrasted to the theo-

retical speedups from Eq. (13). All three codes were using

the same standard particle-in-cell method.46 They all suc-

cessfully performed 2D and/or 3D calculations with boosts

at c in the range of 20–70, reaching speedups over three

orders of magnitude (projected for Osiris assuming no com-

putational cost from laser injection). Without the use of spe-

cial techniques to mitigate the short wavelength instability,

none of the codes could perform successfully 2D or 3D sim-

ulations for c boost values over 100. With the use of the spe-

cial techniques described elsewhere36 and in Appendix B,

Warp simulations were successfully performed using c boost

as high as 1300 in 2D and 400 in 3D for 1 TeV and 100 GeV

class stages, respectively.

It is important to note that observed speedups were

obtained from simulations of different setups and thus do not

offer a direct comparison of the merits of the different codes

with regards to boosted frame simulations: Osiris simulations

were of trapped self-injection stages, while Vorpal and Warp

simulations were of external injection stages with beam load-

ing. Furthermore, while Vorpal and Warp simulations used

special procedures to launch the laser that minimizes the

FIG. 2. (Color online) Diagrams of laser emission procedures in the particle-in-cell codes Osiris (left), Vorpal (middle), and Warp (right) for Lorentz boosted

frame simulations. Osiris initializes the entire laser at once. Vorpal emits the laser from all but one faces (blue) of the simulation box. Warp emits through a

moving plane (blue). For all three diagrams, the laser propagates from left to right. Reprinted with permission from J.-L. Vay et al., Proceedings of the 14th
Workshop on Advanced Accelerator Concepts. Copyright VC 2010, American Institute of Physics.
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transverse grid size, Osiris’ did not and used transverse grid

sizes that were notably larger (as described above). This

made Osiris runs in boosted frames substantially more

costly, which does not show in the speedups reported by Osi-

ris as this effect was not factored in. However, it is also im-

portant to recognize that the most important limiting factor

was the high frequency instability (observed in 2D and 3D),

which seems to have affected boosted frame simulations of

LPA equally, independently of the code used or the simu-

lated LPA setup, legitimizing the comparison in this respect.

The numerical techniques that were developed and

implemented in Warp36 (as described in Appendix B) are

used in the next sections to demonstrate stability and conver-

gence of the boosted frame method up to the 100 GeV-1

TeV range.

IV. MODELING 10 GEV CLASS LASER PLASMA
ACCELERATION STAGES

This section presents the modeling of deeply depleted

and beam loaded 10 GeV LPA stages at full scale in 2-1/2D

and 3D using the new numerical techniques that we imple-

mented in Warp in Ref. 36 and in Appendix B, which has

not been done fully self-consistently without the Lorentz

boost method.

It has been shown that many parameters of high energy

LPA stages can be accurately simulated at reduced cost by

simulating stages of lower energy gain, with higher density,

and shorter acceleration distance, by scaling the physical

quantities relative to the plasma wavelength, and this has

been applied to design of 10 GeV LPA stages.20,21 The num-

ber of oscillations of a mismatched laser pulse in the plasma

channel, however, depends on stage energy and does not

scale, though this effect is minimized for a channel guided

stage.20,21 The number of betatron oscillations of the trapped

electron bunch will also depend on the stage energy and may

affect quantities like the emittance of the beam. For these

reasons, and to prove validity of scaled designs of other pa-

rameters, it is necessary to perform full scale simulations,

which is only possible by using reduced models (e.g., Ref.

19) or simulations in the boosted frame.

The basic prescription for scaling a LPA simulation to

lower plasma density and higher electron energy gain can be

briefly summarized as follows (for additional details see

Refs. 20 and 21). First, a fully resolved simulation (i.e., suffi-

cient number of grid points per laser wavelength k) is per-

formed at a relatively low value of kp/k¼ k/kp (i.e., at a

relatively high plasma density for a fixed laser wavelength).

Next, the simulation results are scaled to a higher value of k/

kp (i.e., lower density) by keeping the normalized laser and

beam parameters fixed (constant a0, kpL, kpr, kprz, kprr, and

nb/n0, where a0 is the laser normalized vector potential, kp is

the plasma wavenumber, nb is the electron beam density, L
and r are the longitudinal and transverse sizes of the laser,

and rz and rr are the longitudinal and transverse sizes of the

beam), since these normalized parameters determine the

structure of the accelerating and focusing plasma wakefields.

The acceleration length Ld (e.g., the length for the electron

beam to reach maximum energy) and the electron energy

gain cmax scale as Ldk3
P=k2 ¼ constant and cmaxk2

P=k2

¼ constant, since the dephasing and depletion lengths scale

as Ld � k2=k3
P and the accelerating field scales as Ez� kp. As

noted above, some physically relevant quantities do not

remain constant when scaled to higher values of k/kp, such as

the trapping threshold for particles in the wake47 as well as

the normalized Rayleigh length, kpZR¼ kkpr
2/2, which deter-

mines for example the number of oscillations of a mis-

matched laser pulse in a plasma channel. For this reason,

in general, fully resolved simulations at the correct value of

k/kp are still desirable.

For benchmarking purposes, scaled simulations20 are

performed, first at a density of ne¼ 1019 cm�3, using various

values of the boosted frame relativistic factor c to show the

accuracy and convergence of the technique. These scaled

simulations were shown to efficiently accelerate both elec-

trons and positrons with low energy spread, and predicted

acceleration of hundreds of pC to 10 GeV energies using a

40 J laser. The accuracy of the boosted frame technique is

evaluated by modeling scaled stages20,21 at 0.1 GeV, which

allows for a detailed comparison of simulations using a refer-

ence frame ranging from the laboratory frame to the frame

of the wake. Excellent agreement is obtained on wakefield

histories on axis, beam average energy and transverse RMS

size histories, and momentum spread at peak energy, with

speedup over a hundred, in agreement with the theoretical

estimates from Sec. II. The boosted frame technique is then

applied in Sec. IV B to provide full scale simulation of high

efficiency quasilinear LPA stages at higher energy, verifying

the scaling laws in the 10 GeV-1 TeV range.

A. Scaled 10 GeV class stages

The main physical and numerical parameters of the

simulations are given in Table I. They were chosen to be

close (though not identical) to a case reported elsewhere20

with kpL¼ 2, where L is the laser pulse length as defined in

Table I, the main differences being a sinusoidal versus gaus-

sian laser longitudinal profile and a laser spot size larger byffiffiffi
2
p

. These simulations are for a fully resolved 100 MeV

stage at a density of 1019 cm�3, which can be scaled to

describe a 10 GeV stage at a density of 1017 cm�3, thereby

allowing short run times to permit effective benchmarking

between the algorithms.20,21 These runs were done using the

standard Yee solver with no damping, and with the 4-pass

stride-1 filter plus compensation.36 No signs of detrimental

numerical instabilities were observed at the resolutions

reported here with these settings in 2-1/2D or 3D.

For the given parameters, the wake relativistic factor

cw� 13.2. Thus, Warp simulations were performed using

reference frames moving between c¼ 1 (laboratory frame)

and 13. For a boosted frame associated with a value of

c approaching cw in the laboratory, the wake is expected to

travel at low velocity, and the physics to appear somewhat

different from that observed in the laboratory frame, in ac-

cordance with the properties of the Lorentz transformation.38

Figures 3 and 4 show surface renderings of the transverse

and longitudinal electric fields, respectively, as the beam

enters its early stage of acceleration by the plasma wake,
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from a calculation in the laboratory frame and another in the

frame at c¼ 13. The two snapshots offer strikingly different

views of the same physical processes: in the laboratory

frame, the wake is fully formed before the beam undergoes

any significant acceleration and the imprint of the laser is

clearly visible ahead of the wake; in the boosted frame calcu-

lation, the beam is accelerated as the plasma wake develops,

and the laser imprint is not visible on the snapshot. Close ex-

amination reveals that the short spatial variations which

make the laser imprint at the front of the wake are trans-

formed into time variations in the boosted frame of c¼ 13.

This effect is due to hyperbolic rotation in Minkowski space

of the laser propagation in plasma, as explained in more

detail elsewhere.38 The imprint of the beam loading is

clearly visible on the plot of the longitudinal electric field

(wake) in the laboratory frame (top plot of Figure 4).

Histories of the perpendicular and longitudinal electric

fields recorded at a number of stations at fixed locations in

the laboratory offer direct comparison between the simula-

tions in the laboratory frame (c¼ 1) and boosted frames at

c¼ 2, 5, 10, and 13. Figures 5 and 6 show, respectively, the

transverse and longitudinal electric fields collected at the

positions z¼ 0.3 mm and z¼ 1.05 mm (in the laboratory

frame) on axis (x¼ y¼ 0). The agreement is excellent and

confirms that despite the apparent differences from snapshots

taken from simulations in different reference frames, the

same physics was recovered. The effect of beam loading is

visible in Figure 6 at t � 1.15 ps and t � 3.61 ps, confirming

that the amplitude and phase of beam loading was correctly

recovered in all frames. This is further confirmed by the plot

of the average scaled beam energy gain and transverse RMS

size as a function of position in the laboratory frame, and of

relative longitudinal momentum dispersion at peak energy

(Fig. 7). These show that the correct laser evolution and elec-

tron beam energy, momentum spread, and transverse dynamics

were modeled in all frames. The small differences observed in

the mean beam energy histories and on the longitudinal mo-

mentum spread are due to a lack of convergence at the resolu-

tion that was chosen, and we have verified that convergence

was improving with increasing resolution. The beam was

launched with the same phase in the 2-1/2D and the 3D simula-

tions, resulting in lower energy gain in 3D, due to proportion-

ally larger laser depletion effects in 3D than in 2-1/2D.

The central processing unit (CPU) time recorded as a

function of the average beam position in the laboratory frame

indicates that the simulation in the frame of c¼ 13 took

�25 s in 2-1/2D and �150 s in 3D versus �5000 s in 2-1/2D

and �20 000 s in 3D in the laboratory frame, demonstrating

FIG. 3. (Color online) Colored surface rendering of the transverse electric

field from a 2-1/2D Warp simulation of a laser wakefield acceleration stage

in the laboratory frame (top) and a boosted frame at c¼ 13 (bottom), with

the beam in its early phase of acceleration. The laser and the beam are prop-

agating from left to right.

FIG. 4. (Color online) Colored surface rendering of the longitudinal electric

field from a 2-1/2D Warp simulation of a laser wakefield acceleration stage

in the laboratory frame (top) and a boosted frame at c¼ 13 (bottom), with

the beam in its early phase of acceleration. The laser and the beam are prop-

agating from left to right.

FIG. 5. (Color online) History of trans-

verse electric field at the position

x¼ y¼ 0, z¼ 0.3 mm, and z¼ 1.05 mm

(in the laboratory frame) from simula-

tions in the laboratory frame (c¼ 1) and

boosted frames at c¼ 2, 5, 10, and 13.

Simulations are shown in 2.5 D (left

column) and 3 D (right column).
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speedups of �200 in 2-1/2D and �130 in 3D, between calcu-

lations in a boosted frame at c¼ 13 and calculations in the

laboratory frame.

All the simulations presented so far in this section were

using the Yee solver,36 for which the Courant condition

is given by cdt< (1/dx2þ 1/dz2)�1/2 in 2D and cdt< (1/

dx2þ 1/dy2þ 1/dz2)�1/2 in 3D, where dt is the time step and

dx, dy, and dz are the computational grid cell sizes in x, y,

and z. As c was varied, the transverse resolution was kept

constant, while the longitudinal resolution was kept at a con-

stant fraction of the incident laser wavelength dz¼ fk, such

that in a boosted frame, dz*¼ fk*¼ f (1þ b)ck. As a result,

the speedup becomes, when using the Yee solver

Syee2D ¼ S
dz

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1=dx2 þ 1=dz2

p
dz�

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1=dx2 þ 1=dz�2

p (17)

in 2D and

Syee3D ¼ S
dz

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1=dx2 þ 1=dy2 þ 1=dz2

p
dz�

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1=dx2 þ 1=dy2 þ 1=dz�2

p (18)

in 3D, where S is given by Eq. (13).

The speedup versus relativistic factor of the reference

frame is plotted in Fig. 8, from Eqs. (13), (17), and (18), and

contrasted with measured speedups from 1D, 2-1/2D, and

3D Warp simulations, confirming the scaling obtained

analytically.

This subsection demonstrated accurate modeling of the

evolution of the laser and the electron beam energy, momen-

tum spread, and transverse dynamics with agreement at the

percentage level between simulations using various reference

frames. The scaling of the speedup was also confirmed, vali-

dating our understanding of the boosted frame method scal-

ing with c boost.

B. Full scale 10 GeV class stages

The boosted frame technique was next applied to the

modeling of 10 GeV stages at full scale (i.e., at plasma den-

sity ne¼ 1017 cm�3, with parameters scaled from Table I).

As noted elsewhere,11 full scale simulations using the labora-

tory frame of 10 GeV stages at plasma densities of 1017

cm�3 are not practical on present computers in 2D and 3D.

At this density, the wake relativistic factor cw � 132, and 2-

1/2D and 3D simulations were done in boosted frames up to

c¼ 130, realizing the maximum theoretical speedup. This

section demonstrates accurate modeling of the particle beam

acceleration and transverse dynamics evolution of full scale

beam loaded 10 GeV stages in 2D and 3D for boosted frames

up to c¼ 130.

Figs. 9 and 10 show the average beam energy gain and

transverse RMS size versus longitudinal position from,

respectively, 2-1/2D and 3D simulations in boosted frames

at c¼ 30 to 130 in 2-1/2D and at c¼ 60 to 130 in 3D (runs at

c¼ 1 are impractical and were not performed). All runs gave

the same beam energy history within a few percent. The av-

erage energy gain peaks around 10 GeV in 2-1/2D and 8

GeV in 3D, in agreement with the scaled simulations (see

Fig. 7). The abovementioned short wavelength instability

that occurs at high values of c boost is described elsewhere36

and has been mitigated in the 3D simulations using c
 120

using a novel electromagnetic solver and time step ðcdt=dz
¼ 1=

ffiffiffi
2
p
Þ for which the instability growth rate is greatly

FIG. 6. (Color online) History of longi-

tudinal electric field at the position

x¼ y¼ 0, z¼ 0.3 mm, and z¼ 1.05 mm

(in the laboratory frame) from simula-

tions in the laboratory frame (c¼ 1) and

boosted frames at c¼ 2, 5, 10, and 13.

Simulations are shown in 2.5 D (left

column) and 3 D (right column).
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reduced, in addition to smoothing of short wavelengths.36

The small discrepancy between the results of the runs at vari-

ous c is due to lack of convergence and difficulty in attaining

identical initial conditions (see Appendix B) at the resolution

that was chosen (32 grid cells per laser wavelength in vac-

uum). Preliminary scans with varying resolution (not shown

here) show that agreement improves with higher resolution

and suggest that boosted frame simulations may converge

faster than laboratory frame simulations.

The boosted frame technique was applied to the direct

simulation of a 10 GeV stage (ne¼ 1017 cm�3) in which the

FIG. 7. (Color online) Average scaled

beam energy gain (top) and beam RMS

transverse size (middle) versus longitu-

dinal position in the laboratory frame

from simulations; (bottom) distribution

of relative longitudinal momentum dis-

persion at peak energy, in the laboratory

frame (c¼ 1), and boosted frames at

c¼ 2, 5, 10, and 13. Simulations are

shown in 2.5 D (left column) and 3 D

(right column).

FIG. 8. (Color online) Speedup versus relativistic factor of the boosted

frame in 1D, 2D, and 3D from theoretical estimates (Eqs. (13), (17), and

(18)), and Warp simulations.

FIG. 9. (Color online) Average beam energy gain and transverse size versus

longitudinal position (in the laboratory frame) from 2D-1/2 simulations of a

full scale 10 GeV LPA in a boosted frame at c¼ 30, 60, and 130, using the

Yee solver.
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accelerated charge was sufficiently high so that the effects of

beam loading were readily evident. These parameters are rel-

evant to experiments that will be carried out on new lasers,

such as the BELLA facility at LBNL,10 and to LPA stages

that can serve as the basis for high energy collider mod-

ules.4,5 In this simulation, a laser pulse with intensity

a0¼ 1.414, wavelength k¼ 0.8 lm, and RMS duration of

L/c¼ 40 fs (i.e., kpL ¼ 1=
ffiffiffi
2
p

), where L is the longitudinal

RMS size of the gaussian laser pulse profile a(r,z)¼ a0

exp(�r2/2r2� z2/2L2) focused to a RMS gaussian transverse

spot size of 63 lm (i.e., kpr¼ 3.75) at the channel entrance.

The plasma channel had an on-axis density n0¼ 1017 cm�3,

a length of 0.75 m with a parabolic channel (factor¼ 0.6),

and a longitudinal taper20,48 of the form n(x)¼ n0(1.32xþ 1).

An electron beam with a gaussian profile and 17 lm size

(i.e., kprr¼ 1) and 8.5 lm length (i.e., kprz¼ 0.5) was exter-

nally injected at a distance of 1.53kp behind the location of

maximum laser intensity with an initial energy of 100 MeV

and an initial emittance of 60 mm-mrad. The calculation was

in 2-1/2D, and the beam charge density corresponded to a

total charge of �52 pC in 3D. The large input emittance was

chosen to maximize the beam radius for efficient beam load-

ing and for emittance matching to the wakes focusing

fields.20 Figure 11 shows the density wake excited by an

intense laser pulse and the externally injected electron beam

accelerated by the wake. The color coding indicates the

energy reached by the electrons. The depression in the density

wake is due to self-consistent beam loading of the injected

electron bunch. The histories of electron beam mean energy,

emittance, and RMS size are given in Figure 12, while the

longitudinal momentum distribution is given in Figure 13. At

the exit of the structure, electrons with energy of up to 11

GeV were observed. The time projected energy spread and

normalized emittance when exiting the plasma channel were

15% and 61 mm-mrad, respectively. The slice energy spread

and emittance of a slice at 9.5 GeV were 1% and 54 mm-

mrad. Whereas these values are larger than acceptable for col-

lider and light source applications, it has been shown that

lower emittance bunches can be accelerated by using high

FIG. 10. (Color online) Average beam energy gain and transverse size ver-

sus longitudinal position (in the laboratory frame) from 3D simulations of a

full scale 10 GeV LPA in a boosted frame at c¼ 30, 60, 120, 125, and 130,

using the Yee solver (c¼ 30 and 60) and the CK2 solver (c¼ 120–130),

with digital filter S(1) and with the time step set by cdt=dz ¼ 1=
ffiffiffi
2
p

for

stability.36

FIG. 11. (Color online) Snapshot from a 2-1/2D 10 GeV LPA stage boosted

frame simulation as the beam is halfway through acceleration. The image

shows an externally injected electron bunch (middle) riding a density wake

excited by an intense laser pulse (right), propagating in a 0.75 m long plasma

channel.

FIG. 12. (Top) Average electron beam energy gain, (middle) beam

emittance, and (bottom) beam RMS size, versus longitudinal position (in the

laboratory frame) from a 2D 10 GeV LPA stage boosted frame simulation.
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order laser modes to control the transverse focusing forces49

and lower energy spread by controlling beam loading.20,50

Future work will aim at optimizing the phase space properties

of the bunch including optimization of taper48 and use of

higher order laser modes to minimize emittance.

The present work demonstrates the ability to simulate at

full scale a 10 GeV stage that exhibits significant laser deple-

tion and beam loading. It confirms that the electron beam

acceleration and energy gain is very well predicted by scaled

simulations and shows that emittance conservation is

obtained through good matching, which is only accurately

accounted for at full scale.

V. FULL SCALE 100 GEV-1 TEV STAGES

The numerical techniques36 that were developed and

implemented in Warp successfully applied to the modeling

of 10 GeV class stages in Sec. IV are applied in this section

to the modeling of stages in the 0.1 GeV-1 TeV range in 2-1/

2D and in the 0.1-100 GeV range in 3D, showing scaling of

LPAs to high energies. The plasma density ne scales inver-

sely to the energy gain, from 1019 cm�3 down to 1015 cm�3

in the 0.1 GeV-1 TeV range. These simulations used the

parameters given in Table I scaled appropriately to higher

energies20 and used the high speed of the boosted simula-

tions to allow fast turnaround improvement of the stage

design presented in Refs. [20, 21].

The average beam energy gain history is plotted in

Fig. 14, scaling the 0.1-100 GeV runs to the 1 TeV run in

2-1/2D, and the 0.1-10 GeV runs to the 100 GeV run in 3D.

The differences at 1019 cm�3 of the scaled beam energy gain

history can be attributed to the effects from having only a

few laser oscillations per pulse.

Using Eq. (13), the speedup of the full scale 100 GeV

class run, which used a boosted frame of c¼ 400 as frame of

reference, is shown to be over 100 000, as compared to a run

using the laboratory frame. Assuming the use of a few thou-

sands of CPUs, a simulation that would require several deca-

des to complete using standard PIC techniques in the

laboratory frame was completed in 4 h using 2016 CPUs of

the Cray system at NERSC. Also using Eq. (13), the speedup

of the 2-1/2D 1 TeV stage is shown to be over a million.

This section demonstrated the scaling of highly depleted

beam loaded stages up to 1 TeV in 2D and 100 GeV in 3D,

providing greater credibility for evaluation of various LPA

based collider options.4

VI. CONCLUSIONS

Calculations using an optimal boosted frame of 10 GeV,

100 GeV, and 1 TeV class stages including beam loading were

presented, with speedups over 4, 5, and 6 orders of magnitude,

respectively, over what would be required by “standard” labo-

ratory frame calculations, which are impractical for such

stages due to computational requirements. Our previous theo-

retical speedup estimate23 was extended to high boost values,

while complications associated with the handling of input and

output data between a boosted frame and the laboratory frame

were discussed. Practical solutions were implemented, includ-

ing a technique for injecting the laser that is simpler and more

efficient than methods proposed previously.

The boosted frame particle-in-cell technique has been

shown to accurately model the laser evolution and resolve

the wavelength shifting and broadening (as described in Ap-

pendix A) that occurs as the laser depletes, offering advan-

tages over other models (for example envelope, quasistatic)

while providing the speed required for direct simulation of

10 GeV and beyond laser plasma accelerators to accurately

model laser and beam transverse oscillations. It has been

shown to also model accurately the electron beam accelera-

tion, longitudinal, and transverse dynamics. The results are

within a few percent of those from “standard” laboratory

frame simulations, which is within acceptable range for the

design of proof-of-principle experiments. The boosted frame

technique is being applied to the direct simulation of 10 GeV

beam loaded stages, which is relevant to experiments on new

FIG. 13. Longitudinal momentum distribution of the electron beam at maxi-

mum energy (z¼ 0.7 m) from a 2D 10 GeV LPA stage boosted frame

simulation.

FIG. 14. (Color online) Average beam energy gain versus longitudinal posi-

tion (in the laboratory frame) for simulations at ne¼ 1019 cc down to 1015

cm�3, using frames of reference between c¼ 13 and c¼ 1300, in 2-1/2D

(top) and 3D (bottom).
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lasers (e.g., the BELLA facility at LBNL), as well as next

generation controlled laser plasma accelerator stages and

collider modules.
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APPENDIX A: LASER SPECTRUM ON AXIS
AND OPTIMAL FRAME

In this section, we discuss in more detail how the choice

of the optimal frame for smoothing is determined by the

laser spectrum. It was shown previously38 that choosing c
boost near c of the wakefield is a possible option. We extend

the discussion to consider depletion of the laser and show

that in this case a lower value of c boost might be desirable.

The spectrum history of the laser field on axis is given in

Fig. 15 for selected values of c between 1 and 135. The history

is given up to the time of the electron beam peak energy. In

the laboratory frame at c¼ 1, the initial (t¼ 0) spectral con-

tent is very localized in a narrow band around the laboratory

frame vacuum laser wavelength k0, spreading and redshifting

as the laser propagates and depletes its energy into the wake.2

Although it is not visible in the spectrum, the laser waves

propagate in the positive direction in the laboratory frame.

At higher values of c frame, the initial spectral content

of the laser shifts to longer wavelengths relative to the

boosted frame vacuum laser wavelength k00. As the frame

approaches the wake frame cw � 132, the initial spectrum is

displaced toward very long wavelengths (standing waves),

because the frame is moving near the laser group velocity.

At later times, the high c frame spectra show content repopu-

lating progressively shorter wavelengths. This corresponds

to the redshifting observed in the lab frame; with the calcula-

tion frame matching the initial laser group velocity, the red-

shifted light which propagates slower now slips backward in

the moving frame. As c frame rises, eventually all waves

propagate in the negative direction for c
 cw.

Mitigation of the short wavelength instability necessitates

higher amounts of smoothing at higher c, and smoothing is

most effective (and has minimal effect on simulation physics)

when spectral content is confined to long wavelengths.36 This

occurs for c � cw initially, and Fig. 15 indicates how for

strongly depleted stages, the optimum c may be adjusted

slightly below cw, in order to maximize the wavelengths of

the average spectral content over the propagation length rather

than only at the start. The plasma column also usually exhibits

a parabolic transverse profile so as to provide transverse

focusing of the laser, which also slightly reduces group

velocity.2 These corrections to the optimal gamma are rela-

tively small and thanks to the weak dependency of the

speedup with c near cw (cf. Fig. 1), simulations with c
approaching cw offer speedups that are very near the maxi-

mum attainable, thus offering in practice the maximum benefit

of the boosted frame technique while maintaining the highest

level of accuracy. Other effects such as tapering of the plasma

density may further decrease the optimal c for smoothing. A

large value of c boost can still be used for high energy stages,

thus achieving orders of magnitude speedups in practice.

At higher resolution, the instability level is reduced,36

and so is the amount of smoothing that is necessary to con-

trol it. Furthermore, the instability spectrum is confined to a

very narrow band located near the Nyquist cutoff of the sim-

ulation grid,36 and thus separates further from the spectrum

with physical content of interest as resolution increases.

Hence, high resolution simulations may use c boost near c
wake and achieve maximum speedup even for runs using a

tapered plasma. Simulations have been conducted at up to

three times the base resolution, where use of c¼ cw is possi-

ble even including the above effects. The boosted frame

speedup allows such high resolutions which may be impor-

tant for evaluation of future low emittance stage concepts.

APPENDIX B: INPUT AND OUTPUT TO AND FROM
BOOSTED FRAME SIMULATIONS IN WARP

This section describes the procedures that have been

implemented in the particle-in-cell framework Warp37 to

handle the input and output of data between the frame of cal-

culation and the laboratory frame. Simultaneity of events

between two frames is valid only for a plane that is perpen-

dicular to the relative motion of the frame. As a result, the

input/output processes involve the input of data (particles or

fields) through a plane, as well as output through a series of

planes, all of which are perpendicular to the direction of the

relative velocity between the frame of calculation and the

other frame of choice.

1. Input

a. Particles

Particles are launched through a plane using a technique

which applies to many calculations in a boosted frame,

including LPA, and is illustrated using the case of a positively
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charged particle beam propagating through a background of

cold electrons in an assumed continuous transverse focusing

system, leading to a growing transverse instability.23 In the

laboratory frame, the electron background is initially at rest

and a moving window is used to follow the beam progression.

Traditionally, the beam macroparticles are initialized all at

once in the window, while background electron macropar-

ticles are created continuously in front of the beam on a plane

that is perpendicular to the beam velocity. In a frame moving

at some fraction of the beam velocity in the laboratory frame,

the beam initial conditions at a given time in the calculation

frame are generally unknown and one must initialize the

beam differently. However, it can be taken advantage of that

the beam initial conditions are often known for a given plane

in the laboratory, either directly, or via simple calculation or

projection from the conditions at a given time. Given the

position and velocity fx, y, z, vx, vy, vzg for each beam macro-

particle at time t¼ 0 for a beam moving at the average

velocity vb¼bbc (where c is the speed of light) in the labora-

tory, and using the standard synchronization (z¼ z0 ¼ 0 at

t¼ t0 ¼ 0) between the laboratory and the calculation frames,

the procedure for transforming the beam quantities for injec-

tion in a boosted frame moving at velocity bc in the labora-

tory is as follows (the superscript
0
relates to quantities known

in the boosted frame while the superscript * relates to quanti-

ties that are know at a given longitudinal position z* but dif-

ferent times of arrival):

1. Project positions at z*¼ 0 assuming ballistic propagation

t� ¼ z� �zð Þ=vz; (B1)

x� ¼ x� vxt�; (B2)

FIG. 15. (Color online) Spectrum history of the laser

field on axis of a 10 GeV stage for selected values of c
between 1 and 135, given up to the time of the electron

beam peak energy. The length scale (horizontal axis) is

normalized relative to the vacuum laser wavelength as

given in each respective frame. ðaÞ c ¼ 1; ðbÞ c ¼ 75;
ðcÞ c ¼ 100; ðdÞ c ¼ 110; ðeÞ c ¼ 120; ðfÞ c ¼ 125;
ðgÞ c ¼ 130; ðhÞ c ¼ 135:
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y� ¼ y� vyt�; (B3)

z� ¼ 0; (B4)

the velocity components being left unchanged.

2. Apply Lorentz transformation from laboratory frame to

boosted frame

t0� ¼ �ct�; (B5)

x0� ¼ x�; (B6)

y0� ¼ y�; (B7)

z0� ¼ cbct�; (B8)

v0�x ¼
v�x

c 1� bbbð Þ ; (B9)

v0�y ¼
v�y

c 1� bbbð Þ ; (B10)

v0�z ¼
v�z � bc

1� bbb

; (B11)

where c ¼ 1=
ffiffiffiffiffiffiffiffiffiffiffiffiffi
1� b2

p
. With the knowledge of the time at

which each beam macroparticle crosses the plane into

consideration, one can inject each beam macroparticle in

the simulation at the appropriate location and time.

3. Synchronize macroparticles in boosted frame obtaining

their positions at a fixed t0(¼ 0) before any particle is

injected

z0 ¼ z0� � �v0�z t0�: (B12)

This additional step is needed for setting the electro-

static or electromagnetic fields at the plane of injection. In a

particle-in-cell code, the three-dimensional fields are calcu-

lated by solving the Maxwell equations (or static approxima-

tion like Poisson, Darwin, or others24) on a grid on which the

source term is obtained from the macroparticles distribution.

This requires generation of a three-dimensional representa-

tion of the beam distribution of macroparticles at a given

time before they cross the injection plane at z0*. This is

accomplished by expanding the beam distribution longitudi-

nally such that all macroparticles (so far known at different

times of arrival at the injection plane) are synchronized to

the same time in the boosted frame. To keep the beam shape

constant, the particles are “frozen” until they cross that

plane: the three velocity components and the two position

components perpendicular to the boosted frame velocity are

kept constant, while the remaining position component is

advanced at the average beam velocity. As particles cross

the plane of injection, they become regular “active” particles

with full 6-D dynamics.

Figure 16 (top) shows a snapshot of a beam that has

passed partly through the injection plane. As the frozen

beam macroparticles pass through the injection plane (which

moves opposite to the beam in the boosted frame), they are

converted to “active” macroparticles. The charge or current

density is accumulated from the active and the frozen par-

ticles, thus ensuring that the fields at the plane of injection

are consistent.

b. Laser

Similarly to the particle beam, the laser is injected

through a plane perpendicular to the axis of propagation of

the laser (by default z). The electric field E\ that is to be

emitted is given by the formula

E? x; y; tð Þ ¼ E0f x; y; tð Þ sin xtþ / x; y;xð Þ½ �; (B13)

where E0 is the amplitude of the laser electric field, f(x, y, t)
is the laser envelope, x is the laser frequency, /(x, y, x) is a

phase function to account for focusing, defocusing or injec-

tion at an angle, and t is time. By default, the laser envelope

is a three dimensional gaussian of the form

f x; y; tð Þ ¼ e� x2=2r2
xþy2=2r2

yþc2t2=2r2
zð Þ; (B14)

where rx, ry, and rz are the dimensions of the laser pulse or it

can be defined arbitrarily by the user at runtime. If /(x, y,

x)¼ 1, the laser is injected at a waist and parallel to the axis z.

If, for convenience, the injection plane is moving at con-

stant velocity bsc, the formula is modified to take the Doppler

effect on frequency and amplitude into account and becomes

E? x; y; tð Þ ¼ 1� bsð ÞE0f x; y; tð Þ
	 sin 1� bsð Þxtþ / x; y;xð Þ½ �: (B15)

The injection of a laser of frequency x is considered for a

simulation using a boosted frame moving at bc with respect

to the laboratory. Assuming that the laser is injected at a

plane that is fixed in the laboratory, and thus moving at

bs¼�b in the boosted frame, the injection in the boosted

frame is given by

E? x0; y0; t0ð Þ ¼ 1� bsð ÞE00 f x0; y0; t0ð Þ
	 sin 1� bsð Þx0t0 þ / x0; y0;x0ð Þ½ �; (B16)

¼ E0=cð Þf x0; y0; t0ð Þ
	 sin xt0=cþ / x0; y0;x0ð Þ½ �; (B17)

since E00=E0 ¼ x0=x ¼ 1= 1þ bð Þc.

FIG. 16. (Color online) (Top) Snapshot of a particle beam showing “frozen”

(grey spheres) and “active” (colored spheres) macroparticles traversing the

injection plane (red rectangle). (Bottom) Snapshot of the beam macropar-

ticles (colored spheres) passing through the background of electrons (dark

brown streamlines) and the diagnostic stations (red rectangles). The elec-

trons, the injection plane, and the diagnostic stations are fixed in the labora-

tory plane, and are thus counterpropagating to the beam in a boosted frame.
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The electric field is then converted into currents that get

injected via a 2D array of macro-particles, with one positive

and one dual negative macro-particle for each array cell in the

plane of injection, whose weights and motion are governed by

E\(x
0
, y
0
, t
0
). Injecting using this dual array of macroparticles

offers the advantages of automatically including the longitu-

dinal component which arise from emitting into a boosted

frame, and to automatically verify the discrete Gauss’ law

thanks to using the Esirkepov current deposition scheme.51

As discussed in Sec. III, the technique implemented in

Warp presents several advantages over other procedures that

have been proposed elsewhere.11,32 The method presented

here avoids the caveat of the broadening of the transverse size

of the laser while retaining simplicity and versatility by inject-

ing through one plane rather than several faces of the box.

2. Output

Some quantities, e.g., charge or dimensions perpendicu-

lar to the boost velocity, are Lorentz invariant. Those quanti-

ties are thus readily available from standard diagnostics in

the boosted frame calculations. Quantities which do not fall

in this category are recorded at a number of regularly spaced

“stations,” immobile in the laboratory frame, at a succession

of time intervals to record data history, or averaged over

time. A visual example is given on Fig. 16 (bottom). Since

the space-time locations of the diagnostic grids in the labora-

tory frame generally do not coincide with the space-time

positions of the macroparticles and grid nodes used for the

calculation in a boosted frame, some interpolation is per-

formed at runtime during the data collection process. As a

complement or an alternative, selected particle or field quan-

tities are dumped at regular interval for post-processing. The

choice of the methods depends on the requirements of the

diagnostics and particular implementations.
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