Plasma channel diagnostic based on laser centroid oscillations
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A technique has been developed for measuring the properties of discharge-based plasma channels by monitoring the centroid location of a laser beam exiting the channel as a function of input alignment offset between the laser and the channel. Experiments were performed using low-intensity (<10^{14} W cm^{-2}) laser pulses focused onto the entrance of a hydrogen-filled capillary discharge waveguide. Scanning the laser centroid position at the input of the channel and recording the exit position allow determination of the channel depth with an accuracy of a few percent, measurement of the transverse channel shape, and inference of the matched spot size. In addition, accurate alignment of the laser beam through the plasma channel is provided by minimizing laser centroid motion at the channel exit as the channel depth is scanned either by scanning the plasma density or the discharge timing. The improvement in alignment accuracy provided by this technique will be crucial for minimizing electron beam pointing errors in laser plasma accelerators. © 2010 American Institute of Physics. [doi:10.1063/1.3357175]

I. INTRODUCTION

Laser-driven plasma accelerators have shown acceleration gradients orders of magnitude higher than those found in conventional accelerators, offering the potential for a significant reduction in accelerator length and cost. Recent progress, such as the production of high-quality GeV electron beams in just a few centimeters, has increased interest in laser-plasma accelerator technology as a driver for radiation sources—ranging from coherent terahertz to free-electron laser-plasma accelerator technology as a driver for radiation wavelength may change by more than several percent for pointing fluctuations of 1 mrad. For a light source based on on-axis spontaneous x-ray sources and Thomson scattering gamma ray sources—and as a path toward a TeV-class linear collider.

For both radiation source and high energy physics applications, precise control over electron beam pointing is essential. Current state-of-the-art laser plasma accelerators (LPAs) have rms pointing fluctuation at or below the 1 mrad level. Although this is tolerable for some applications, it is at least one order of magnitude larger than deemed necessary for light source or staging applications.

For a light source based on on-axis spontaneous radiation of an electron beam passing through an undulator, the radiation wavelength may change by more than several percent for pointing fluctuations of 1 mrad. In the case of a seeded FEL, overlap between the electron beam and radiation requires tight tolerances on electron beam pointing. Minimizing shot-to-shot fluctuation in electron beam propagation angle is therefore an essential requirement for the successful operation of a light source.

In the case of an LPA-based high-energy collider, achieving high particle energy will require the use of multiple accelerator stages, whose alignment will be crucial to beam quality and high efficiency. An example of a possible design has been described elsewhere in which each stage would consist of a meter-scale plasma channel, powered by high power (greater than a few hundred terawatt) laser pulses that are merged onto the path of the electron beam exiting from the previous stage. The distance between stages should be minimized to reduce the total length of the accelerator and for simplification of electron beam transport, and will be determined by the laser damage threshold of the optic used to couple the laser energy into the stage. Plasma mirror technology potentially reduces this distance to ~10 cm offering the possibility for TeV energy gain with ~100 stages in just ~100 m. Even at such distances, however, 1 mrad pointing deviation would result in an offset of the electron beam at the subsequent stage by 100 μm. This is of the order of the transverse extent of the wakefield and jitter significantly less than this will be required for a linear collider.

One potential source of electron beam pointing errors is the pointing jitter of the drive laser (others include laser mode asymmetry, pulse-front tilt, and plasma gradients). Shot-to-shot fluctuations in laser pointing cause the laser centroid to be offset from the plasma channel and to undergo transverse oscillations about the channel axis. Electrons accelerated by the plasma wakefield will then undergo betatron oscillations centered on the trajectory of the laser, provided the electron energy is sufficiently low. The electron beam will then exit the plasma in the laser beam direction provided the electron beam betatron oscillation wavelength is much smaller than the laser centroid oscillation wavelength. In this way, laser centroid oscillations can result in large exit angles of both the laser and electron beams.

To understand the behavior of the laser centroid oscillations, and thus of the electron beam pointing errors, it is critical to be able to characterize the density profile of the plasma channel. Current techniques for measuring the density channel profiles in a hydrogen-filled capillary discharge waveguide have been inadequate. Longitudinal interferome-
etry experiments require the capillary length to be less than a few millimeters, resulting in measurement error associated with end effects. Transverse interferometry measurements require capillaries that are square (necessitating strong assumptions about the symmetry of the profile). Spot size measurements at the output of the capillary have also been used to deduce channel depth, but this technique does not provide the detailed shape of the channel and is sensitive to the mode quality of the probe laser pulse. Hence, accurate diagnostics of plasma channel shape and depth are needed.

In this paper, the centroid location of low-intensity (<10^14 W cm^-2) laser pulses at the output of a plasma channel is used to measure the properties of the channels, including alignment, depth, and profile. Whereas laser pulses of intensity >10^18 W cm^-2 are used for laser plasma acceleration, the intensity was kept low in these experiments so that nonlinear effects such as self-focusing, wake formation, and hosing could be neglected and the plasma properties measured in a straightforward way. The technique relies on the fact that a transverse offset of the laser pulse at the entrance of the plasma channel causes the laser beam to undergo transverse oscillations about the channel axis. These oscillations depend on the initial centroid offset and angle with respect to the channel axis, and on the channel properties. As will be shown, measuring the dependence of the exit laser centroid position on the input and on channel formation timing provides direct information on the channel matched spot size and profile. This technique reduces the measurement error compared with interferometry and provides information on the transverse density profile. The method also provides increased precision in channel alignment to minimize pointing errors in LPA applications. With knowledge of the channel depth and shape, the effect of laser-capillary alignment on an electron beam can be modeled. For the parameters presented here, microradian jitter in laser pointing (typical of current laser systems) at the input of the waveguide can cause milliradian deviations in the laser, and hence potentially electron beam, pointing. Measuring and controlling the channel depth and shape are therefore essential for quantifying and ultimately mitigating laser and electron beam pointing errors.

The paper is organized as follows. Section II describes propagation of a focused laser pulse through a plasma channel. Section III details the experimental layout and presents measurements of the channel depth and shape using the centroid oscillation technique. Conclusions are presented in Sec. IV.

II. LASER PROPAGATION IN A PLASMA CHANNEL

To understand how the propagation of a laser beam through a longitudinally uniform plasma channel is affected by pointing errors, this section discusses the basic physics for low-intensity laser pulses with power below the critical power for self-focusing, including an initial centroid offset \( x_{ci} \) and injection angle \( \theta_i \). It will be shown that the evolution of the centroid position depends only on the density profile and that measuring the dependence of the laser centroid movement at the exit of a plasma channel on the input offset can yield the matched spot size \( r_m \) [i.e., the spot size for which the laser beam propagates with constant spot size \( r_s(z) = r_m \)].

Equations describing the behavior of the laser spot size \( r_s(\xi, z) \) and centroid \( x_c(\xi, z) \) where \( \xi = z - ct \) is the comoving variable and \( c \) is the speed of light in vacuum) have been derived by analyzing the paraxial wave equation for the envelope of the laser including the effects of a preformed parabolic density channel \( n(x, y) = n_0 + \Delta n(x^2 + y^2)/r_m^2 \), where \( \Delta n \) is the channel depth at the radius of the matched spot \( r_m \).

Consider a laser pulse with a Gaussian intensity profile such that \( |a|^2 = (a_0 r_0/\sqrt{2})^2[(2 - r^2/2)] \), where \( a_0 \) is the normalized laser vector potential given by \( a_0^2 \approx 7.3 \times 10^{-15}(\lambda [\mu m])^2 I_{0}[W cm^{-2}] \), \( \lambda \) is the laser wavelength, \( r_0 \) is the spot size of the vacuum focus, and \( r \) is the distance from the laser centroid \( r^2 = (x - x_c)^2 + (y - y_c)^2 \) with \( x_c \) and \( y_c \) as the centroid locations in the \( x \) and \( y \) directions. Then, in the limits \( a^2 \ll 1 \) and \( k_c^2 r_0^2 \gg 1 \), the evolution of the normalized centroid \( \hat{x}_c = x_c/r_m \) is

\[
\frac{\partial^2 \hat{x}_c}{\partial \xi^2} + \frac{\Delta n}{\Delta n_c} \hat{x}_c = 0, \tag{1}
\]

and the evolution of the normalized spot size \( \hat{r}_s = r_s/r_m \) is

\[
\frac{\partial^2 \hat{r}_s}{\partial \xi^2} - \left( 1 - \frac{P}{P_c} - \frac{\Delta n}{\Delta n_c} r_s^2 \right) \hat{r}_s^3 \approx 4 \hat{r}_s \int_0^\xi d\xi' \cos[k_p(\xi' - \xi)] \frac{\partial}{\partial \xi'} \left( \frac{P(\xi')}{P_c} \right]. \tag{2}
\]

Here \( k_p^2 = 4 \pi e^2 n_0/m_e c^2 \) is the plasma wavenumber, \( \xi = z/L_w \), \( L_w = k_f r_m/2 \) is the matched Rayleigh length, \( k = 2 \pi / \lambda \) the laser wavenumber, \( \Delta n_c = (\pi r_m^2)^{-1} \) denotes the matched channel depth, \( r_c \) is the classical electron radius, and \( P(\xi)/P_c = a_0^2 k_c^2 r_0^2/32 \) is the laser power normalized to the critical power for relativistic self-focusing. Equations (1) and (2) also assume that the head-to-tail centroid displacements are much smaller than the spot size, i.e., \( |x_c(\xi) - x_s(\xi')| \ll |r_s(\xi)| \), which is valid for moderately short laser pulses (laser pulse length \( L_p \ll Z_m \)) and for \( x_s \approx r_s \). If the laser pulse length is a significant fraction of the oscillation wavelength \( (2 \pi Z_m) \), then laser hosing will occur whereas for short pulses the centroid motion, Eq. (1), and spot size motion, Eq. (2), are decoupled. From Eq. (2) the condition for matched propagation where the spot size is constant at \( r_s = r_m \) is \( \Delta n = \Delta n_c \) in the low power limit \( (P \ll P_c) \).

The solution to Eq. (1) is

\[
x_c = x_i \cos(k_{fb} z - \varphi), \tag{3}
\]

where the initial phase \( \varphi = \arccos(x_{ci}/x_i) \) and oscillation amplitude \( x_i = |x_{ci}^2 + k_{fb}^2 r_m^2|^{1/2} \) depend on the initial injection centroid offset \( x_{ci} \) and injection angle \( \theta_i \), and \( k_{fb} = Z_m^{-1} \) is the wavenumber of the laser centroid oscillation about the plasma channel axis assuming \( \Delta n_c = \Delta n_c \). The period of the centroid oscillations does not depend on the laser power but only on the matched spot size of the channel \( r_m \).

For \( r_s = r_i \) and \( dr_s/dz = 0 \) at the channel entrance \( (z = 0) \), the spot size evolution given by the solution of Eq. (2) assuming \( P \ll P_c \) is
The spot size therefore oscillates between $r_i$ (the value at the channel entrance) and $r_m/r_i$ at twice the frequency of the centroid oscillation. This is shown in Fig. 1, where the laser centroid (solid line) and the spot size $r_i$ in the $x$ direction $x_c$ (dashed line) are shown as a function of propagation distance $z$ in a channel of matched spot size $r_m=47 \, \mu m$ for an input centroid offset of $x_{ci}=35 \, \mu m$ and initial spot size $r_i=25 \, \mu m$. Note that self-focusing can affect the matched spot size when $r_i=0$, and initial spot size $r_i=47 \, \mu m$. This is in contrast with the laser centroid oscillation, which is independent of power.

Figure 2 shows the laser offset normalized by input offset $x_c/x_{ci}$ (solid line), the laser angle (dotted line), and the spot size (dashed line) at the output of a plasma channel of length $15 \, mm$ as a function of $r_m$ as calculated from Eqs. (3) and (4) for $r_i=25 \, \mu m$, $x_{ci}=10 \, \mu m$, and $r_i=80 \, \mu m$. For a given centroid offset or laser spot size at the output of the waveguide, more than one solution to the matched spot size may exist.

Determination of the matched spot size $r_m$ using the laser centroid, spot size, or angle can be accomplished by several methods. One approach is to vary the length of the plasma channel and measure the oscillation wavelength for constant laser and plasma conditions. This could be done in gas jet experiments with laser-produced channels, but is more difficult to achieve in the case of a capillary discharge waveguide. For capillary discharge waveguides an experimentally more straightforward way is to rely on the assumption that the plasma channel depth continuously decreases on the nanosecond timescale (and the matched spot size increases) after the peak of the discharge. The delay between the onset of the plasma channel and arrival of the laser pulse scans the matched spot size from infinity at long delays where there is no discharge current to finite sizes (i.e., scanning right to left in Fig. 2). By measuring the laser spot size this technique has been applied to determine the matched spot size of a hydrogen-filled capillary discharge waveguide. However, these measurements can be difficult to interpret if the laser mode is not Gaussian. For all higher-order modes the spot size and centroid evolution are described by Eqs. (3) and (4) in the low-power limit, and to recover the channel properties requires precise knowledge of the input and output modes. Understanding the mode propagation may require modal decomposition or wavefront analysis. Interaction of the high-order modes with the walls of the capillary may also complicate interpretation. In addition, channel alignment can be accomplished in a straightforward way by scanning the discharge timing (in the same way used in laser spot size measurements described above) in combination with scanning the input centroid offset and measuring the output centroid offset. For a properly aligned channel there will be no dependence of the centroid shift on the delay between the laser pulse arrival and initiation of the discharge.

The centroid oscillation can be used to retrieve not only the channel matched spot size but also its profile. Measurement of channel profile by measuring laser output centroid versus input is illustrated in Fig. 3. The laser centroid shift was calculated for channels with density profiles $n(r)=n_0+\Delta n r^2/r_m^2$ and $n(r)=n_0+\Delta n r^4/r_m^4$ and length $15 \, mm$ for a matched spot of $47 \, \mu m$ (the density rise at $r=47 \, \mu m$ is held constant). These curves were generated using ZEMAX (Ref. 26) by calculating the path of rays offset from the axis. For the case of a parabolic channel, the curve is linear as is expected from Eq. (3), since $z$ (in this case the capillary length) is constant. For a measurement that shows such a linear dependence, the matched spot size obtained from Eq. (3) is
The integer $j$ can be determined by measuring the response of the laser to discharge timing. It should be noted from Eq. (5) that only the gradient $dx_i/dx_{ci}$ is used in the calculation of $r_m$ and knowledge of the location of the channel axis is not required. Furthermore, the gradient is independent of the input laser angle $\theta_i$, which adds a constant offset to $x_c$. Since using the slope measurement does not depend on the precise alignment of the capillary, it offers increased accuracy for determining the matched spot size compared with measuring the timing dependence alone.

The centroid displacement technique also provides information on the plasma channel shape. This is illustrated by considering the case of a channel with $r^4$ dependence, where rays away from the axis experience a stronger deflection and the curve in Fig. 3 becomes nonlinear. By using simple ray tracing and adjusting the assumed channel shape to match measured data, the channel shape can be retrieved. For the case of a hydrogen-filled capillary discharge waveguide, the density profile for $r < r_m$ has been predicted to be parabolic, but rises faster than quadratically near the capillary wall. Interferometry measurements also showed the fast rise in density near the capillary wall, but did not have sufficient sensitivity to measure the profile of the channel for $r < r_m$, since the measurement error in density was of the order of the density rise at $r = r_m$. Assuming a typical measurement accuracy of 1 $\mu$m on the laser centroid location, then the measurement error using the centroid technique is only a few percent of the density rise at $r = r_m$, providing the sensitivity needed to measure and improve the channel guiding properties.

It should be noted that increased accuracy can be achieved by simultaneously measuring the laser beam exit angle as well as centroid location. In addition the channel depth as measured by the laser centroid shift or angle and the measured spot size at the output of the channel can then be used to calculate the contribution of self-focusing using Eq. (2). This is important to quantify since $P \gg P_c$ for most LPA experiments and a laser spot size smaller than $r_m$ may need to be employed for optimum guiding. In the subsequent two sections, experiments will be described in which the evolution of the plasma channel in a hydrogen-filled capillary discharge waveguide is deduced from measurements of the laser centroid shift at the output of the capillary.

**III. EXPERIMENTAL SETUP AND RESULTS**

The experimental layout is shown in Fig. 4. Low energy pulses (<5 mJ) from a Ti:sapphire laser system were focused onto the entrance of a hydrogen-filled capillary discharge waveguide by a 2 m focal length off-axis parabolic mirror. The hydrogen-filled capillary discharge waveguide has been described in detail elsewhere, along with its use for laser wakefield acceleration of electrons to energies up to 1 GeV.

An aperture 2 cm in diameter was used to increase the effective f-number of the focusing system compared to previous experiments, resulting in beams with a spot size of $r_i = 70 \mu$m at the capillary entrance. The large focal spot allowed for the unguided beam to pass through the 15 mm long and 300 $\mu$m diameter capillary with minimal wall interaction since the Raleigh range is $Z_R = 19$ mm. Thus the centroid location at the output of the capillary when there is
no plasma channel \((r_m=\infty)\) (i.e., when no current flows through the capillary) was the same as when the capillary was removed. The laser energy on target was 0.5 mJ, corresponding to a peak intensity of \(5 \times 10^{15} \text{ W cm}^{-2}\) for a pulse length of 120 fs. Since this pulse length of 35 \(\mu\text{m}\) is much shorter than the typical centroid oscillation wavelength of \(\sim 10\) mm, head-to-tail displacements can be neglected and spot size and centroid motions are decoupled as described in Sec. II. The low laser energy and pulse length longer than for optimized compression ensured that the intensity was below the ionization threshold of hydrogen \((\sim 10^{14} \text{ W cm}^{-2})\), avoiding ionization-induced diffraction.\(^{31}\) and that the power was below the self-focusing limit (i.e., \(P \ll P_c\)), allowing the evolution of the laser spot size to be described by Eq. (4). Since the technique of measuring the centroid oscillation requires the scanning of the delay \(t_{\text{delay}}\) between the laser pulse and onset of the discharge, the laser intensity must be kept low to avoid ionization-induced diffraction. It should be noted that for high power LPA experiments ionization-induced diffraction can be neglected since \(t_{\text{delay}}\) can be set such that the plasma channel is fully ionized.\(^{31}\)

Hydrogen gas filled the capillary to a pressure of 46 Torr via slots located 0.5 mm from each end. Due to the hydrodynamic evolution of the plasma channel on the tens of nanosecond timescale, varying the delay time between arrival of the laser pulse and initiation of the discharge allowed various channel conditions to be explored. The on-axis density for delays after which a stable plasma channel is formed was calculated to be \(1.4 \times 10^{19} \text{ cm}^{-3}\) using the scaling given in Ref. 17.

Laser radiation emerging from the capillary was attenuated by reflectivity off two optically flat glass wedges. The pulses were refocused by a lens of focal length 500 mm and diameter 100 mm, allowing for imaging of the output of the capillary onto a 12-bit charge coupled device (CCD) camera that measures the centroid location and spot size of the laser beam.

The energy of each laser pulse input to the waveguide was determined by a photodiode that was calibrated to the energy on target. The energy of pulses transmitted through the capillary was measured by loosely focusing the portion of the laser beam transmitted through the second wedge onto a pyroelectric energy meter that was cross calibrated to the input photodiode.

The capillary was first roughly aligned by observing the laser beam output mode while varying the capillary transverse position and angle. For optimum alignment, translation of the capillary position by an equal amount in either direction resulted in an equal change in the portion of laser energy transmitted through the waveguide, and of the shift in the laser centroid. The laser centroid shift \(x_{\text{shift}}\) was measured by first measuring the laser centroid at the output plane of the capillary without plasma channel. More precise alignment was then achieved by measuring the laser centroid location shift as a function of transverse capillary position \(x_{\text{cap}}\). For any \(x_{\text{cap}}\), the input offset \(x_{\text{i}}\) can be calculated using \(x_{\text{i}} = x_{\text{shift}}(dx_{\text{shift}}/dx_{\text{cap}})^{-1}\), assuming \(\theta=0\). The capillary was displaced horizontally to create an offset of \(x_{\text{i}}=30 \mu\text{m}\) and example images of the output mode of the laser pulses at the capillary exit for different delays are shown in Fig. 5. At later injection times in the discharge, the laser centroid is shifted and the spot size reduced, consistent with the existence of a plasma channel.

The laser centroid shift due to the plasma channel \(x_{\text{shift}} = x_{\text{c}} - x_{\text{i}}\) at the capillary output for the conditions of Fig. 5 was determined after thresholding the image to 50%, and is plotted versus delay in Fig. 6 along with the discharge current. The centroid shift increases during the first 200 ns to an approximately constant value for approximately 600 ns. For

![FIG. 5. (Color) Typical laser modes at the output of the capillary for the parameters of Fig. 6. The delay between the discharge and laser pulse is shown at the top left of each image. The dashed line is at a constant location in the image. The centroid shift and spot size reduction is clear for delays during the discharge current.](image)

![FIG. 6. (Color) Measured centroid shift (blue triangles) and spot size \(r_i\) in the \(x\) direction (red circles) as a function of delay between arrival of the laser pulse and onset of the discharge for an offset of \(x_{\text{i}}=-30 \mu\text{m}\) and a capillary of diameter 300 \(\mu\text{m}\) and length 15 mm. The green line shows the discharge current. The matched spot size as calculated from the laser centroid shift using Eq. (5) is shown by the black squares. The matched spot size as calculated from the laser spot size at the output of the capillary using Eq. (4) is shown by the black stars.](image)
delays after this, when the discharge current drops below 100 A, the shift begins to return to zero and the spot size increases to the value observed without the capillary in place. This is expected since after the current has decayed there is no plasma channel and the matched spot goes to infinity.

The temporal evolution of the channel can be explained as follows. During the ionization phase, the electron plasma temperature is relatively low and heat transport to the wall is slow, giving rise to a fairly uniform temperature and density. As the majority of the channel reaches full ionization, Ohmic heating causes a rapid rise in electron temperature. The ion temperature also rises rapidly as electrons transfer energy via collisions. A temperature gradient is set up as heat is conducted to the wall. The pressure gradient from the ideal gas law is low. The average ablation for a 210 μm discharge waveguide the ablation rate due to the hot plasma centroid is 46.9 μm. For delays where the current remains above 100 A, the average matched spot size calculated from the centroid shift is 46.9 μm. For delays between 100 and 600 ns can be understood as follows. As the current drops one would expect the electron temperature to decrease. This effect, however, is reduced by the fact that a lower electron temperature gives rise to lower electrical and heat conductivities. This increases heat transferred to the plasma by Ohmic dissipation and decreases the energy being conducted to the wall; hence the temperature does not drop as rapidly as one might expect. This was observed in simulations, where a change in current of factor 2 resulted in a change in r_m of less than 4%, explaining why the rms fluctuation in r_m calculated over 400 ns varied by only 2%.

It should be noted that for the hydrogen-filled capillary discharge waveguide the ablation rate due to the hot plasma is low. The average ablation for a 210 μm-width square capillary operating with on-axis density of $1.4 \times 10^{18}$ cm$^{-3}$ and peak current 300 A was less than 10 μm after 1.3 × 10^6 shots. This change in capillary radius corresponds to a change in r_m of just 5%.

The matched spot was obtained by scanning backward in delay (see Fig. 6), which is effectively equivalent to scanning from infinite to finite r_m in Fig. 2. The matched spot can then be uniquely determined with the assumption $\theta_i=0$ using Eq. (5) with $dx_i/dx_c=x_i/x_c$ and j=0. The calculated values for r_m are shown by the black squares in Fig. 6. For delays where the current remains above 100 A, the average matched spot calculated from the centroid shift is 46.9 ± 0.8 μm, which is in excellent agreement with 46.5 μm given by the scaling derived from simulations. It should be noted that $Z_m=8.6$ mm and $L_p=35$ μm, so the assumption $L_p \ll Z_m$ used in Eqs. (1) and (2) is valid.

The spot size $x_i$ at the output of the capillary was obtained by fitting the intensity profile to the form $\exp(-2x^2/\chi^2)$. The spot size shows the same dependence on delay as the laser centroid shift since the plasma channel length is less than half the laser centroid oscillation wavelength $\lambda_{osc}=2\pi Z_m=54$ mm. The matched spot size r_m was calculated from $x_i$ using Eq. (4) (see Fig. 6). The difference between r_m calculated from the spot size (stars in Fig. 6) and centroid (squares in Fig. 6) data is at least in part due the mode not being purely Gaussian. Although Eq. (4) is valid for all higher order modes, the intensity profile at the exit of the plasma channel will, in general, be a complicated sum of these modes. Recovery of r_m from the fitted rms spot size is then not straightforward and would require precise knowledge of the amplitude and phase of the input laser pulse. This is illustrated in Fig. 6, where finite r_m is obtained from the spot size data for long delays where there is no plasma channel, indicating that there are multiple higher order modes that cannot be well described by the fitted profile. The measured spot size $x_i$ at long delays was the same as when the capillary was removed (i.e., vacuum diffraction), confirming that there was no plasma channel. The centroid technique can also be sensitive to the mode content of the laser pulse. However, Eq. (5) can still be used as long as the mode is symmetric and that there is not significant interaction at the capillary wall. This can be understood by ray analysis, where rays not initially parallel to, but symmetric about, the axis will not affect the centroid location.

Measurement of the channel shape used both the timing scan data and measurement of the output laser centroid location versus input location at fixed delay. Figure 7 shows the output-input data, taken at a constant delay of t_delay = 225 ns for the same parameters as Fig. 6. The linear dependence implies a parabolic plasma channel over the extent of the matched spot. The matched spot size was calculated to be r_m = 47 μm by performing a linear fit to the data and using Eq. (5), where j=0 was determined from the fact that the centroid shift undergoes less than half an oscillation in Fig. 6. This is consistent with r_m = 46.5 μm given by the scaling derived from simulations. Close to the wall the density has been shown to rise faster than $r^2$ since the temperature gradient increases, which is difficult to probe using this technique since large offset would cause clipping of the
beam at the capillary entrance and wall guiding can change the oscillation period. However this effect is not important since for matched guiding there is negligible laser energy close to the wall.

Calculation of \( r_m \) using the gradient \( dx_{\text{shift}}/dx_{\text{cap}} \) was more accurate than calculation based on a single value of \( x_{\text{cap}} \) (as was done for Fig. 6), since the error in initial alignment of \( \theta_1 \) leads to errors in the determination of \( x_c \). These errors can be reduced by more accurate alignment of the capillary and laser beam, and can be achieved by exploiting the time varying nature of the discharge. For a properly aligned channel there will be no dependence of the centroid shift on the delay time between laser pulse arrival and initiation of the discharge. The alignment error is dominated by the accuracy of centroid determination, which was approximately 5 \( \mu \)m, limited by the level of magnification of the imaging system for the capillary output. This is significantly better than other techniques that rely on optimizing throughput or modal shape and typically allow for alignment precision to within \( \sim 20 \) \( \mu \)m. With a higher magnification of the imaging system, it is expected that the alignment accuracy of the centroid motion based technique could be lowered to \( \sim 1 \) \( \mu \)m. This improvement in accuracy of capillary alignment is expected to prove crucial for LPAs since a micrometer change in alignment can potentially lead to a mrad change in electron beam pointing.

IV. CONCLUSION

The motion of low-power \((P \ll P_c)\) laser pulses in a plasma channel for the case of finite offset between the laser and plasma channel axes has been investigated theoretically and experimentally. The laser centroid undergoes oscillations about the plasma channel axis at half the spot size oscillation frequency of a mismatched laser pulse. It was shown that the laser centroid offset at the capillary output due to off-axis injection of the laser pulse could be used to determine the plasma channel depth, and could also be used to accurately deduce the channel shape. Even though the method cannot provide information on the axial electron density, the low-power matched spot can be determined to a high degree of accuracy. The improved accuracy in measuring \( r_m \) is important for determining the contribution of self-focusing in laser wakefield experiments (significant when \( P \approx P_c \)), where a matched spot size larger than \( r_m \) may be required for optimum guiding. Measurements of the matched spot size and density profile in a hydrogen-filled capillary discharge waveguide using this technique were in excellent agreement with previously published scaling laws\(^3\) and showed that the channel shape was parabolic within the radius of the matched spot. It was also found that the laser centroid measurements provide a way to align the plasma channel with improved accuracy.

Laser centroid motion can result in electron beam centroid motion. If the betatron wavelength of an injected electron beam is less than the laser centroid oscillation wavelength, which is the case for typical LPA parameters, then the electron beam will track the laser pulse and likewise undergo oscillations in the channel, exiting the plasma in the laser direction. Laser pointing jitter is therefore a mechanism for increasing electron beam pointing jitter in a channel-guided LPA and it might be expected that use of a waveguide would increase electron beam jitter. However, the lowest reported jitter for the electron beam of 0.7 mrad rms was achieved through the use of a capillary waveguide.\(^8\) Pointing jitter of 1.4 mrad rms has been achieved in a gas cell,\(^10\) which is several times lower than that typically observed in unguided experiments.\(^9\) Other effects such as the stability and homogeneity of the plasma and laser profiles will need to be investigated to understand the differences in electron beam pointing jitter between the guided and unguided LPA experiments.

In the limit that the laser betatron oscillation wavenumber is greater than that of the electron beam, i.e., \( k_{\beta_e} > k_{\beta_l} \), the induced amplitude of the electron beam centroid oscillation is given by \( x_c = (k_{\beta_e}/k_{\beta_l})x_i \), where \( x_i \) is the laser centroid amplitude. This electron beam centroid oscillation may lead to emittance growth through phase mixing processes, provided the mixing length is less than the stage length. To keep the growth in emittance small, the ratio of \( x_c \) to the matched beam radius must be small, which is a restrictive constraint since the matched beam radius is typically small as a result of the strong focusing forces of the wake. Minimizing \( x_c \) requires minimizing \( k_{\beta_l} \) which can be achieved by decreasing the wake focusing forces in the linear regime through, for example, shaping of the transverse laser mode.\(^3\) For high energy electron beams coupled into subsequent LPA stages, the increase in betatron wavelength \( (k_{\beta} \propto \gamma^{1/2}) \) reduces the impact of the laser beam centroid movement on the electron beam pointing and any emittance growth.

To minimize laser and electron beam pointing errors in LPAs, several other strategies can be followed. Laser beam pointing control will need to be improved to well below the microradian level to ensure that \( x_i \) is minimized. For the parameters presented here, microradian jitter in laser pointing (typical of current laser systems) at the plasma channel input can cause milliradian deviations in the laser angle during propagation through the plasma channel. Since the electron beam will follow the laser beam trajectory (provided the electron beam betatron oscillation wavelength is much smaller than the laser centroid oscillation wavelength), the plasma channel length should be tailored to allow for an integer number of betatron oscillations. This ensures that even in the presence of spatial offsets of the laser beam centroid, angular deflections at the exit of the plasma channel will be near or at zero value.
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